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Motivation 

Ø  Co-Synthesizable with digital core. 
Ø  Scalable. 
Ø  Portable. 

Chip-to-chip serial data link	  

 Synthesizable CDR 

Core

SerDes

Core
with
SerDes
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Advantages of Synthesis 

High level of automation saves precious resources 

Logic 

Logic Synthesis 

Netlist 

Place and Route 

GDSII 
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Issue: Layout Uncertainty	

Ideal placement Actual placement 
è No layout symmetry 

Ø Unbalanced layout degrades system 
performance. 
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Conventional Architectures 

Ref

D(in)

FLL

Retimed Data

VCO

PD LPF1 PS

Unbalanced P&R 

[M. Loh, et. al., VLSI 2010] 
[H. Pan, et. al., ISSCC 2011] 

A new analog-circuit architecture is required, 
which tolerates layout impairment/uncertainty. 
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Conventional Architectures 

Topology PLL-CDR DLL-CDR PI-CDR IL-CDR 
Jitter Peaking Yes Yes* No No 

Locking Time Slow Moderate Moderate Fast 

Frequency Range Wide Wide Limited Wide 

Capture Range Wide Limited Limited Wide 

Synthesizability No* No* No* Yes 

IL-CDR is a viable candidate for synthesis  

Ø  Architecture for synthesis must be minimally 
affected by layout variations. 

*[Edward Lee, et. al., JSSC 2003] 
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Architecture for Synthesis 

[J. Lee, et. al., JSSC 2008 

Ø Injection control 
Ø DCO 

Ref

D(in)

Rec. Clk

Phase Filter

DCO1

DCO2

DCO3

Delay 

FLL with calibration

Injection Control

D Q

Counters

D(out)

Ø Coarse tuning 

Edge Injection 
Interpolative phase coupled  

I-DAC 
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Conventional Pulse Injection 

[Hiok, et. al., JSSC 2013] 

Ø Stringent timing constraints on inj. pulse width. 
Ø Reduced pulse width stress down-stream circuitry. 
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Ø Waveform distortion is eliminated. 
[Deng, et. al., JSSC 2014] 
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Ø Improved circuitry for enhanced operation speed. 
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Block Diagram of DCO 

[A. Matsumoto, et al., JSSC 2008] 
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Block Diagram of Oscillator 1 

Osc. 1	
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Block Diagram of Oscillator 2 

Osc. 2	
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Block Diagram of Oscillator 3 

Osc. 3	
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Interpolative Phase-coupled Ring 

PI: Phase Interpolator	
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Conventional Coarse Tuning 

Ø Unequally loaded stages. 
[D. Sheng, et al., TCAS II 2007] 



21 

Coarse Tuning Using DAC 

DAC
n

 
Ø Loading is equalized.  
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I-Linear DAC 

[W. Deng, et. al., JSSC 2014] 
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I-Linear DAC Cont. 
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[W. Deng, et. al., JSSC 2014] 
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Simulation Results 

 
Ø Approximately 2GHz tuning range is achieved 

in simulation using the I-linear DAC 
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Chip micrograph and Layout  
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Measurement Results 

Ø Phase noise measured with SG as input. 
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Eye Diagram 

Ø Eye pattern measured at 10.05Gbps 
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Performance Comparison 

[1] [2] [3] [4] This 
Technology 90nm 180nm 90nm 40nm 28nm 
Data Rate (Gb/s) 20 10 6 8 10 
Feature Analog Analog Digital Digital Digital 
Locking Time (bits) N.A 32 N.A. N.A. 1 

Power (mW) 102 (core) 200 16.6 12 16 
Area (mm2) 0.96 3.4 0.234 0.0052 0.011 

[1] J. Lee, et. al., JSSC 2008.   
[2] C.F Liang, et. al., CICC 2006.  
[3] M. Loh, et. al., VLSI 2010. 
[4] H. Pan, et. al., ISSCC 2011. 
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Conclusion 

•  Fully-synthesizable CDR is presented. 
–  Co-synthesis with digital core is possible. 
–  Saves design time and cost. 

•  Challenges arising from limited control over the 
layout is solved at architecture level.  
–  Edge Injection. 
–  Interpolative phase-coupled DCO. 
–  I-DAC. 
–  PVT calibration. 
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APPENDIX 
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Performance	  Metrics	  

Ø  Jitter Generation. 
Ø  Jitter Tolerance. 
Ø  Jitter Transfer. 
Ø Acquisition Time. 
Ø Capture Range. 
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Why	  Fully-‐Synthesizable.	  

LEE AND LIU: A 20-Gb/s BURST-MODE CLOCK AND DATA RECOVERY CIRCUIT USING INJECTION-LOCKING TECHNIQUE 627

Fig. 15. (a) Phase error due to finite frequency offset for different data pattern, (b) probability of zero-crossing positions, (c) simulated rms jitter using behavior
model, (d) example of offset-free realization.

V. EXPERIMENTAL RESULTS

The CDR circuit has been designed and fabricated in 90-nm
CMOS technology. Fig. 16(a) shows a photo of the die, which
occupies mm . The circuit has been tested on a high-
speed probe station with Anritsu random data generator pro-
viding the input. Testing setup is illustrated in Fig. 16(b). The
circuit achieves a wide operation range of 800 Mb/s, across
which no performance degradation is observed. The chip con-
sumes a total power of 175 mW from a 1.5-V supply, where
102 mW is dissipated in the CDR core, 70 mW in the reference
PLL, and 3 mW in the unity-gain buffer.

Fig. 17 depicts the time and frequency domain measurements
on the 20-GHz output clock of the reference PLL. The rms and
peak-to-peak jitters are 0.89 ps and 6.89 ps, respectively. The
spectrum reveals reference spurs of less than 60 dBc. The loop
bandwidth of the reference PLL is 1 MHz.

Fig. 18 shows the recovered data and clock in response to
continuous mode PRBS of length 2 1 and 2 1, suggesting
data jitter of 1.27 ps,rms/8.0 ps,pp and 1.87 ps,rms/13.77
ps,pp, respectively. The recovered clock jitter is recorded as
1.2 ps,rms. As expected, the waveforms look a little shaky
because the finite frequency offset accumulates over a longer
period of time. The burst-mode operation has been verified
by compiling the input data pattern as that in [1] and having
it preceded and followed by long runs of 500 bits. Here,
the sub-rate (1/64) clock from the PRBS generator provides
the reference input so that no frequency offset is expected.
The input-output waveforms around the edge of data arrival
are plotted in Fig. 19, demonstrating an immediate locking
without any missing bit. The CDR circuit achieves a BER

Fig. 16. (a) Chip micrograph, (b) testing setup.

of less than in both continuous (2 1 PRBS) and
burst modes. The free-running and injection-locked spectra of

are shown in Fig. 20. The noise shaping phenomenon

Fig. 6 Example spectrum in lock and free running modes

Fig. 7 Example eye diagrams

Fig. 8 Bit error rate as a function of (a) VCO control voltage, and (b)
Injection signal amplitude

Fig. 9 Chip microphoto

TABLE I PERFORMANCE COMPARISON
Ref VDD

(V)
Power
(mW)
core
total

Area
( mx m)
core
total

Clock
Rate
(Gb/s)

Process Recovered
Clock
RMS/PP
Jitter (pS)*

JCDR
(pS)*

Locking
Range
(MHz)

Comments

This
Work

3.3 230
405

730x680
1250x1050
(Pad limited) 

10.3 47GHz fT
SiGe BiCMOS

PRBS-7
 1.47/8.8 1.45

160@diff
400mVpp input 

(1) Injection-Lock 
(2) Oscilloscope triggered by
recovered clock 
(3) Amplitude clamping 
included

[3] 1.8 NA
300

0.7mm2

4.0 mm2
1.09 0.18 m CMOS PRBS-7

 9.8/30 0.93
190@unspecified
input power

Injection-Lock

[8] 5 NA
1500

NA
3000x3000

13.25 45GHz fT
SiGe BiCMOS

PRBS-31
 1.86/NA 0.78

25 Need ext. RC LPF 

[9] 1.8 285
361

NA
1950x1500

10 0.18 m CMOS PRBS-31
1.8/8.8 NA

21
(sinusoidal input) 

(1) Need ext. Cap 
(2) Half rate 

[10] 3.3 420
NA

NA
2000x3000

12.5 45GHz fT
SiGe BiCMOS

PRBS-7
1.2/NA NA NA

Need ext. freq source 
for freq acquisition 

[11] 2 144
NA

NA
1.4mm2

40 0.18 m CMOS PRBS-31
1.76/8.89 0.9 NA

(1) 4x10Gb/s 
(2) High BER, 1e-6 

[12] 1.8 91
NA

NA
1750x1550

10 0.18 m CMOS PRBS-7
0.4/2.4 NA 1430

(1) Internal frequency acquisition aid
(2) Half-Rate

[13] 1.2 33
NA

0.08mm
NA

8 0.13 m CMOS PRBS-31
6.9/49,3 NA NA

(1) 4x2Gb/s 
(2) Injection-Lock+DLL 

16-6-4560

730umx680um [SiGe] 
10.3Gbps 

800umx1200um [90nm] 
20Gbps 

[1] Jri Lee, et. al., JSSC 2008 
[2] Jing-Hong, et. al., CICC 2005 

•  2011 IEEE International Solid-State Circuits Conference 978-1-61284-302-5/11/$26.00 ©2011 IEEE

ISSCC 2011 PAPER CONTINUATIONS

Figure 25.4.7: Die micrograph of the dual port transceiver.72umx72um [40nm] 
8Gbps 

LOH AND EMAMI-NEYESTANAK: A 3x9 Gb/s SHARED, ALL-DIGITAL CDR FOR HIGH-SPEED, HIGH-DENSITY I/O 649

Fig. 15. Die micrograph and core detail.

Fig. 16. Data rate for 2 UI of delay, over the control code range.

worst-case INL of 1.6 LSB. Using (9), this yields an overall
phase-placement error of 2.32 LSB, or about 0.07 UI. A plot of
the phase generator linearity (Fig. 17) shows that INL rises and
then falls as the interpolator moves from one pair of delay line
outputs to the next. This is a result of the way the delay line
output-select multiplexer is designed; it selects one of the odd-
numbered delay line outputs to feed into the first input of the
interpolator, and one of the even-numbered delay line outputs
to feed into the second input of the interpolator. As a result, the
direction of the INL of the phase generator flips between pairs of
delay line outputs. INL is the primary contributor to data clock
placement error, so this error is limited by mismatch between
the two variable-strength inverters in the interpolator.
Sinusoidal jitter (SJ) tolerance was measured with a control

logic clock of 40MHz (Fig. 181). The period between data clock
phase updates is limited primarily by the speed of the control
logic, so an almost directly proportional relationship exists be-
tween the frequency offset tolerance (equivalently, the SJ toler-
ance bandwidth) and the control logic clock frequency. This is
confirmed by measured results up to 50 MHz (limited by the de-
sign of the control logic that emphasized low-power operation
at the expense of speed), which match simulated results closely
(Fig. 19). Simulation at faster clocks shows that a linear rela-
tionship is maintained up to 625 MHz. This suggests a direct
tradeoff between system performance and control logic power

1Previous simulated results [7] did not account for control logic overhead,
which is the bandwidth-limiting factor in the implemented system.

Fig. 17. Phase generator nonlinearity.

Fig. 18. SJ tolerance with control logic clock at 40 MHz, for
PRBS-7 input & .

consumption; since the presented implementation is source-syn-
chronous, low CDR bandwidths are tolerable and control logic
power consumption is prioritized by targeting a lower clock
frequency. Higher performance can be achieved by targeting a
faster control logic clock, allowing the CDR to calibrate ple-
siochronous links with small frequency offsets.
The filtering parameter also has a significant effect on

CDR bandwidth, as described in Section II. Frequency offset
tolerance was simulated at different values of , using the
highest logic frequency (625 MHz) to minimize the effect of
logic delays (Fig. 20). results in faster searches
and more frequent data phase updates, but CDR bandwidth is
not improved since gains in speed are offset by a decrease in
eye detection accuracy (Fig. 7). slows the search
process and also degrades eye detection accuracy, so bandwidth
decreases. These results validate the choice of indi-
cated by the theoretical analysis.
Overall power consumption of the 3-pin system, oper-

ating at 9 Gb/s, is 103.3 mW, or 3.8 mW/Gb/s. Operation at
6 Gb/s, with a slight reduction in the supply voltage, yields
an overall power consumption of 45.6 mW, or 2.5 mW/Gb/s.
A module-by-module breakdown of power consumption was
inferred by scaling measured results using simulation data
(Fig. 21). By reducing the number of clocks required, the
shared CDR brings the phase generation power consumption

460umx330um [90nm] 
3x9Gbps 

Analog Implementations Digital Implementations 

[3] Matthew Loh, et. al., JSSC 2012 
[4] Hui Pan, et. al., ISSCC 2011 

[1] 

[2] 

[3] 

[4] 
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Phase Filtering 

Hiok et. al, 2003 JSSC 
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Simple	  Voltage-‐output	  DAC	   

D0D1= 11  Vout= 0V  
D0D1= 10  Vout= 0.5V  
D0D1= 01  Vout= 0.5V  
D0D1= 00  Vout= 1V 

 

D0= 0          Vout= 1V  
D0= 1    Vout= 0V 

 



Model	  of	  V-‐linear	  DAC 

•  How to obtain a I-linear DAC?  



V-‐DAC	  VS	  I-‐DAC 
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Injec<on	  Using	  DFF	  



2:1	  MUX	  [ST	  28nm]	  



DFF	  [ST	  28nm]	  



Phase	  Filtering	  

Ø More jitter suppression by changing injection strength 
Ø Multi-phase injection for balanced phase and amplitude 

(a) (b)
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Multi-Phase
Injection
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NRZ Data

Data detected

Gating
Window
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NRZ Data 0 0 01 11
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1
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Hiok et. al., 2003 JSSC. 
Deng et. al., 2003 JSSC. 



Calibra<on	
LP
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Primary DCO
Secondary DCO

Acquisition Phase Tracking Phase

Calibration DCO

Ø  Faster settling time compered to conventional 
calibration scheme. 


